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Abstract. Two-well tracer tests were performed at the laboratory scale on a large hand-
compacted Bruxellian sand sample (about 2 m³), using electrical sensors buried in the soil 
and placed in piezometers to monitor solute concentrations. First, heterogeneity within the 
soil was investigated using simple one-dimensional transport experiments. Deduced perme 
ability values showed some non-negligible variations, that had to be taken into account 
when interpreting two-dimensional experiments. A numerical model was then developed 
under Modflow®, in order to simulate two-well tracer test recovery curves under heteroge-
neous soil conditions. Comparison of numerical results and experimental data highlighted 
the need for a sufficiently refined measurement grid, as phenomena occurring in zones 
where fewer sensors were installed were not well simulated. 
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1   Introduction 

Field tracer tests are often difficult to analyse because subsoil conditions are never 
completely mastered and other effects, such as well bore mixing or flow field 
distortion near the well, are poorly controlled (Brouyère 2003). Theoretical work 
in order to better understand influence of these effects has been developed during 
the past years (Brouyère 2003, Novakowski 1992, Zlotnik and Logan 1996). But 
still very few laboratory investigation on large soil samples were performed in 
order to assess these effects under controlled conditions. This study represents a 
first step in this direction and shows how, given a certain soil characterization, it is 
possible to predict solute transport between an injection well and a recovery well. 

2   Materials and Methods 

2.1   Physical Model and Measurement Device 

The laboratory tests were performed within an experimental device designed for 
transport experiments at an intermediate scale between classical laboratory col-
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umn tests (about 20 centimetres) and in situ tests (from a few metres to several 
kilometres). The physical model consisted in a two cubic meters box (2 metres 
long with a 0.8 metres wide and 1.2 metres high cross-section) flanked by two 
water reservoirs used to impose upstream and downstream water conditions to the 
flow system (Frippiat et al. 2003a). The sample of Bruxellian sand was manually 
compacted in ten successive layers, in order to obtain a relatively homogeneous 
soil with about 40% total porosity. The measuring system consisted of 14 electri-
cal sensors allowing local concentration measurements in the soil as well as in free 
solution (Frippiat et al. 2003b). A general linear calibration equation, compatible 
with Ohm’s law, was used to relate electrical conductivity of the liquid phase C 
(expressed in µScm-1) to electrical voltage drop V (in Volts) measured between 
the sensor electrodes  

A
C B

V
= +  (1) 

where A and B are calibration parameters. As those parameters depend on soil 
properties between the electrodes, they have to be determined once the sensors are 
in place. The tracer was a weakly concentrated salt solution (NaCl diluted in tap 
water). In such conditions, solution electrical conductivity is linearly related to 
solute concentration (at least at a constant temperature). In the next part of this 
paper solute concentration will be directly expressed in terms of solution electrical 
conductivity. 

Table 1. Sensor and piezometer positions. 

  C0 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C13 Inj Rec P4 P5 
x M 0 2.00 2.00 0.30 0.30 0.50 0.50 0.75 1.25 1.50 1.50 1.00 0.40 1.60 1.00 1.00 
y M - - - 0.25 0.55 0.55 0.25 0.4 0.4 0.25 0.55 1.00 0.40 0.40 0.20 0.60 
z M - - - 0.22 0.56 0.21 0.55 0.40 0.35 0.32 0.32 - - - - - 

 
Sensor positions as well as piezometers and wells positions in the model are 

summarized in Table 1. x is the distance from the model inlet, y is the distance 
from the left side of the sample (looking towards flow direction) and z is the ele-
vation from sample bottom. Sensor C0 was placed in the upstream water tank, 
sensors C1 and C2 were placed in the downstream one, and sensor C13 recorded 
flux concentration in a piezometer. 

2.2   Methods 

Two kinds of tracer tests were performed. First, one-dimensional experiments 
were used to calibrate conductivity sensors and to characterize heterogeneity in 
the soil sample. Then, a two-well injection-recovery test was performed and ana-
lysed using data from the first experimental phase. In this section, it is proposed to 
briefly review the methods used to generate and to process experimental results. 
After having saturated the physical model with a solution at a background conduc-
tivity of 1000 µScm-1 (measured at 18°C), three instantaneous stepwise variations 
in conductivity were successively performed: to 1300 µScm-1, to 1500 µScm-1 and 
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then back to 1000 µScm-1, in order to reveal possible hysteresis effects. It can be 
shown that an approximate analytical solution to this problem is given by 

0 0

f 0 LL L
f 0

1 1
C -C V V 1 x vt x x vt

erfc exp erfc
1 1C C 2 2 vt 2 vtV V

−      − += = +        − αα α−       

 (2) 

where Equation 1 has been incorporated and calibration parameters dropped out. C 
is the conductivity  [µScm-1], V is the measured electrical tension [V], erfc is the 
complementary error function, x is the longitudinal position [m], v is the mean 
velocity along the travelled path [ms-1], t is the time [s] and αL is the longitudinal 
dispersivity [m]. Subscript 0 relates to background values and subscript f relates to 
stabilized final values. First, the three steps in conductivity were analysed sepa-
rately. Local soil hydrodispersive parameters were deduced by least-square fitting 
of Equation 2 with relative measurements collected with each sensor. In a second 
step, experimental values recorded between breakthrough (i.e. at a theoretically 
constant conductivity) were used to deduce values for the calibration parameters. 
Then, the whole flow domain was numerically modelled and partitioned in zones 
of constant permeability. The flow parameters (the permeability values in the 
different zones) were then adjusted to produce the best fit between measurements 
and computed breakthrough curve. Dispersivities were kept constant and equal to 
the numerical grid,  as calculating new values would have drastically increased the 
numerical difficulty of the optimisation procedure without bringing a huge im-
provement to solute transport modelling. The second type of tracer test involved 
two-dimensional effects in flow and transport and required numerical modelling to 
analyse concentration measurements. A background flow was created through the 
sample, tracer solution was injected during a short time in one well, and a constant 
pumping rate at the other well allowed recovery of  the injected tracer 1.2 m far-
ther. 

3   One-Dimensional Tracer Test 

The aim of this experimental phase is to obtain a set of calibration parameters for 
each sensor and to derive a description of soil macroscopic heterogeneity, in order 
to be able to correctly interpret any further experiment conducted within this soil 
sample. Fixed-head upstream and downstream conditions were respectively 0.92 
m and 0.52 m, so that an average gradient of 0.2 was created in the sand sample. 
This high value was adopted in order to decrease experiment duration. Mean 
measured flow was about 8.3 10-6 m3s-1, leading to an estimated bulk permeability 
of about 7.6 10-5 ms-1.  
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Table 2. Results of 1D-experiments and calibration procedure. 

   C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C13 

v 10-5 ms-1 4.48 4.62 2.58 2.20 3.05 1.86 3.41 2.63 2.51 2.91 3.24 
Step 1 αL cm 9.6 7.3 0.6 0.7 1.0 1.1 1.9 2.1 4.1 4.0 0.9 

v 10-5 ms-1 4.76 4.00 2.74 2.35 3.16 1.82 3.62 2.63 2.56 2.46 3.39 
Step 2 αL cm 10.7 17.8* 0.6 0.9 2.2* 23.4* 2.4 3.7* 8.1* 9.5* 1.4 

v 10-5 ms-1 3.18 4.02 2.82 2.28 3.21 2.028 3.89 2.81 2.86 3.06 4.01 
Step 3 αL cm 6.9 7.2 0.9 1.0 1.3 1.1 1.9 1.7 3.1 2.6 1.9 

v 10-5 ms-1 4.62 4.21 2.61 2.28 3.14 1.90 3.64 2.69 2.54 2.81 3.55 
Mean αL cm 8.0 7.0 0.7 0.8 1.1 1.1 2.0 2.2 3.5 4.0 1.5 

A V µScm-1 692 737 5001 3717 3714 3569 4366 3778 3686 3572 820 
Calib. 

B µScm-1 81.4 85.6 -344 -360 -300 -317 -325 -264 -311 -269 -63 
* Denoted values were not taken into account when computing mean parameters 

3.1   Analytical Modelling and Sensor Calibration 

Local soil hydrodispersive parameters deduced by inverse modelling are shown in 
Table 2. Sensors placed in the soil showed an hysteresis effect, background elec-
trical tension values at the end of the experiment being higher than values meas-
ured before the first step. This deviation was probably due to a temperature effect, 
the thermal inertia of soil grains being higher than that of the flowing solution. 
This effect can be roughly approximated using a linear relationship 

cor measC C (1 K t)= +  (3) 

where Ccor is the corrected conductivity, Cmeas is the measured one and t is the 
time. Coefficient K was found constant for each sensor and corresponded to an 
increase of about 2°C of the flowing solution after the whole experiment, which 
agreed with temperature measurements.  

Finally, conductivity levels were simulated for each sensor, using the complete 
injection curve. As an example, measured and theoretical breakthrough curves of 
sensor C7 are shown in Figure 1. Local cyclic deviations between curves could be 
explained via small cyclic temperature variations at the model inlet. 

3.2   Numerical Modelling 

A 2D numerical model of the laboratory set-up was prepared using Modflow® 
and MT3D®. It was composed of 200x80 cells of 1 cm x 1 cm. The flow was 
assumed unconfined but the effect of the unsaturated zone was not taken into 
account (no capillary fringe and no mass transfer above the water table). Local 
longitudinal dispersivity was assumed equal to the numerical grid size (1 cm). 
This numerical model was first used to characterize soil heterogeneity. Velocity 
measurements obtained from one-dimensional inverse modelling (summarized in 
Table 2) were used to deduce permeability values in the numerical model. The 
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first step was to delineate zones within the model where permeability could be 
assumed constant. A reasonable, although arbitrary, choice was to take rectangular 
zones, each corresponding to one sensor, and placed before the sensor. Another 
choice could be to take zones centred on sensors. Those two delineation choices 
are illustrated on Figure 2. 

Then, an iterative optimisation procedure was performed under Matlab®, in or-
der to find permeability values that allowed to optimally simulate each velocity 
found from 1D experiment. Results in terms of estimated permeability k are 
shown on Table 3, as well as discrepancy between numerical simulation of the 
velocity vmod and experimental velocity measurements vmeas. 

In delineation case I as well as in delineation case II, one obtained a mean error 
on migration velocity of about 15 %, but the variance of this error seemed higher 
in case II.  

4   Two-Well Tracer Test 

4.1   Experimental Results 

Fixed-head boundary conditions were kept identical as in one-dimensional ex-
periments and the same soil sample was tested. Pumping in the recovery well was 

 

Fig. 1. Breakthrough curve at sensor C7 during 1D experimental phase. Blacks dots are
experimental measurements and solid line is the theoretical breakthrough curve. 
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performed during the whole experiment at a constant rate of 1.5 10-6 m³s-1, while 
injection at 1500 µScm-1 was performed during 2000 s at a constant rate of 2.0 10-

6 m³s-1. As some sensors were first intended to characterize soil heterogeneity, 
they did not record any quantifiable information during two-well tracer test. 
Measurements from sensors placed upstream the injection well, as well as sensors 
not placed on the main flow axis, were not analysed, as it was not possible to 
clearly distinguish between response of the two-well system and background 
variations due to slight modification at the model inlet. In the next part of the text, 
only bell-shaped curves recorded at sensors C7, C13, C8 and at the recovery well 
will be analysed. In a first step, equivalent macroscopic values for permeability keq 

and dispersivity αLeq were calculated using Modflow and are shown in Table 4. 
Those results are in general accordance with values deduced from 1D experiments 
shown on Table 2. 

 

Fig. 2. Delineation of zones of constant permeability. Length measurements are in m. 

Table 3. Permeability values from optimization procedure. 

   C3 C4 C5 C6 C7 C13 C8 C9 C10 
K 10-5 ms-1 6.93 6.42 7.40 3.25 9.46 9.75 6.22 - - 
vmeas 10-5 ms-1 2.61 2.28 3.14 1.90 3.64 3.55 2.69 - - 
vmod 10-5 ms-1 2.35 2.79 3.00 2.34 3.05 3.07 3.11 - - 

Case I 

Discr. 10-5 ms-1 0.26 -0.51 0.14 -0.44 0.59 0.48 -0.42 - - 
K 10-5 ms-1 6.20 6.31 7.17 4.66 8.37 7.81 6.43 5.66 6.54 
vmeas 10-5 ms-1 2.61 2.28 3.14 1.90 3.64 3.55 2.69 2.54 2.81 
vmod 10-5 ms-1 2.41 2.62 2.77 2.47 2.81 2.87 2.92 2.84 3.11 

Case II 

Discr. 10-5 ms-1 0.20 -0.34 0.37 -0.57 0.73 0.68 -0.23 -0.30 -0.30 
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Table 4. 2D tracer test results. 

  C7 C13 C8 Recovery 

  Exp. I II Exp. I II Exp. I II Exp. I II 
keq 10-5 ms-1 7.33 - - 7.99 - - 5.11 - - 7.59 - - 
αLeq cm <1 - - 2.5 - - 1.2 - - 2.5 - - 
tfa 103 s 3.96 4.16 4.16 8.95 9.36 9.36 18.40 14.56 14.56 16.08 19.24 19.76 
tp 103 s 9.20 10.36 10.92 15.06 16.64 17.68 29.32 22.88 23.40 26.52 29.12 29.64 
Cmax µS cm-1 1421 1407 1419 1245 1325 1350 1283 1279 1308 1096 1115 1118 

4.2   Numerical Modelling 

Figure 3 shows the experimental curve at the recovery well, as well as correspond-
ing theoretical curves in permeability cases I and II. The results were analysed 
considering first-arrival time tfa, peak time tp, and maximum concentration Cmax, 
and are shown in Table 4. With a mean error of about 5%, maximum conductivity 
levels are generally well simulated, as well as arrival and peak times for sensors 
C7 and C13. This might mean that errors on velocities and dispersivities compen-
sate to produce right dispersion coefficients. But C8 and recovery well shows 
greater differences (up to 20%) in characteristic times, which might reflect in-
creased uncertainty on estimated permeability, due to the reduced number of sen-
sors in this zone (as sensors C1 and C2 were not taken into account in the inverse 
modelling process). Moreover, adjusting dispersivity values should improve the 

 

Fig. 3. Breakthrough curve at the recovery well. Black dots are experimental values, solid
line corresponds to simulation I and dashed line corresponds to simulation in case II. 
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numerical simulation. It should also be noted at this point that no mixing effect in 
the injection well was included in the modelling. It is however well known that 
such effects may produce time delay and increased apparent dispersion (Brouyère, 
2003). However, delay between first-arrival time and peak time remains relatively 
the same when comparing experimental data and modelling results. This might be 
due to the fact that estimated dispersivities in Table 4 are comparable to the local 
constant value used in the numerical model. Finally, numerical modelling pre-
dicted a recovery of about 97% of the solute mass injected, and integration of the 
experimental curve on Figure 3 provides a recovery of about 92% of the injected 
mass. 

5   Conclusion 

Results presented in this paper are only a first insight into tracer test modelling at 
a medium scale in  the laboratory. The basic deterministic approach used here to 
simulate heterogeneity showed however relatively satisfactory results, at least for 
sensors placed in well-characterized zones, with errors between numerical model-
ling and measured parameters of about 5%. However, measurements near the 
pumping well were simulated with more difficulty, as less sensors were available 
in this zone. This raises the issue of correctly designing the measurement points 
distribution, as the electrical sensors used in the laboratory only allow one to per-
form local measurements. There must be a sufficient number of sensors to derive 
mean values that are representative of the mean behaviour of the flow system. 
Otherwise one has to find other characterizing tools. Future work will consist in 
taking permeability measurements in the physical model, so that a geostatistical 
characterization of soil heterogeneity can be used in a stochastic simulation of the 
permeability field (Gelhar and Axness 1983). This simulation will be conditioned 
by direct and indirect permeability measurements (Rentier et al. 2001), by head 
measurements and by concentration measurement. 
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