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Summary This paper investigates the use of two-dimensional radial column experiments
to estimate longitudinal and transverse dispersivity at the laboratory scale. The experi-
mental device is an ‘‘annulus-and-core’’ device: it is based on a classical column system,
of which the inlet reservoir is divided into three independent concentric zones, allowing
non-uniform tracer injection. The outlet reservoir is similarly adapted, so that informa-
tion on the radial distribution of concentration becomes available through mean effluent
concentration measurements in each annular zone. In this study, we only investigated
continuous tracer injections through the central inlet zone. An analytical solution to a
similar problem was available in the literature, and was adapted to compute effluent con-
centrations. The influence of the simplified boundary conditions of the solution was
assessed by means of a numerical model. A general methodology is suggested to obtain
transport parameters from breakthrough curve analysis, involving (i) the determination
of effective porosity and longitudinal dispersivity from the full averaged breakthrough
curve using classical one-dimensional tools and (ii) the determination of transverse disper-
sivity from the breakthrough curves recorded in the annular zones. Preliminary experi-
ments were performed on a glass bead porous medium, on a gravel sand and on a
natural medium sand. It is found that the rapidity of the test, its low cost, and the ability
to simultaneously estimate three transport parameters comes at the price of potentially
larger experimental errors. Transverse dispersivities were found to be higher than values
previously reported in the literature, probably as a result of plume meandering, which
cannot be detected nor corrected when using annulus-and-core devices.
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Figure 1 Concentration distributions within an annulus-and-
core device with three inlet and outlet zones. (a) Continuous
injection through the central inlet zone. (b) Resulting break-
through curves in the three outlet zones. (c) Three-dimensional
spatial distribution of concentration within the column at an
intermediate time.
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Introduction

Longitudinal dispersivity has been a major research topic in
subsurface hydrology for a few decades and a great amount
of data is currently available in the literature (see e.g. the
recent compilations by Schulze-Makuch (2005) and by
Bromly et al. (2007)). By contrast, few measures of trans-
verse dispersivity have been made, even though it has
crucial importance when modeling transport in physically
heterogeneous media (Gelhar et al., 1979), multispecies
transport (Cirpka et al., 2006), multiphase transport
(Oostrom et al., 1992, 1999a,b; Seagren et al., 1999) or
microbial activity in aquifers (Cirpka et al., 1999).

Existing methods to estimate transverse dispersion are
usually based either on tracer tests (either at the labora-
tory or at the field scale) or on dissolution tests (at the
laboratory scale). Dissolution tests generally imply ground-
water flow along a stagnant zone containing constant con-
centration gas (Klenk and Grathwohl, 2002; McCarthy and
Johnson, 1993), NAPL (Oostrom et al., 1999a,b; Pearce
et al., 1994) or solid (Guedes de Carvalho and Delgado,
1999, 2000; Delgado and Guedes de Carvalho, 2001). Trans-
verse dispersivity can then be inferred from the rate of dis-
solution of the third phase, which is obtained through
solute breakthrough curve measurements at the laboratory
model outlet.

Most of the tracer tests designed to determine transverse
dispersion coefficients are performed in a uniform flow at
constant mean velocity. Blackwell (1962) and Hassinger
and von Rosenberg (1968) used the so-called ‘‘annulus-
and-core’’ approach, in which the inlet and the outlet
cross-sections of a column are divided into two concentric
zones. The concentration of the solution flowing in the inner
inlet zone (the core) is rapidly increased, while the solution
in the outer inlet zone (the annulus) is kept solute-free.
Transverse dispersivity is computed by comparing the stea-
dy-state concentration of effluent solutions in the outlet
annulus and core zones. Divided inlets were also adopted
in several other column studies involving intrusive local con-
centration measurements (Bruch, 1970; Grane and Gardner,
1961; Han et al., 1985; Harleman and Rumer, 1963; Perkins
and Johnston, 1963; Zhang et al., 2006). Grid lysimeter de-
vices, used to study water flow and solute transport in the
vadose zone, have a divided outlet. A sampling grid is in-
stalled at the bottom of the lysimeter, allowing local sur-
face-averaged measurements of water fluxes and solute
concentrations (e.g. de Rooij and Stagnitti, 2002). Other
authors preferred point injection, either in column (Olsson
and Grathwohl, 2007; Pisani and Tosi, 1994; Robbins,
1989) or in the field (Jiao, 1993; Kelly et al., 1994; Zou
and Parr, 1993, 1994). A few specific devices imply non-uni-
form flow: Cirpka and Kitanidis (2001) and Benekos et al.
(2006) investigated flow and transport in a helix and in a co-
chlea to determine transverse dispersivity. Kim et al. (2004)
determined local longitudinal and transverse dispersivities
in a laboratory aquifer model with a local recharge zone.

In this paper, we use an ‘‘annulus-and-core’’ method
similar to that of Blackwell (1962) and Hassinger and von
Rosenberg (1968). We have modified the device by dividing
inlet and outlet flasks into three concentric zones rather
than two (Fig. 1). Recently, Massabo et al. (2006) have pro-
posed a set of analytical solutions for two-dimensional
advection–dispersion problems in axisymmetrical geome-
tries of finite lateral extent. These solutions include among
others concentration distributions resulting from the contin-
uous injection of tracer in a circular zone centered on the
longitudinal axis of the column. That particular solution
was adapted to interpret effluent concentration data re-
corded in the three outlet zones. It must be noted that Mas-
sabo et al. (2006) have developed these solutions within the
framework of similar experiments, based however on non-
intrusive electrical measurements along the column body.
As an example of application, three porous materials are
tested: glass beads, a gravel sand and a natural medium
sand.

Experimental setup and materials

The experimental setup is based on a classical column sys-
tem used to determine longitudinal transport properties.
The setup is illustrated in Fig. 2. The column consists of a
Plexiglas pipe of length L = 11.63 cm and of inner diameter
D = 10.14 cm (radius R = 5.07 cm). The inlet reservoir is di-
vided into three independent concentric zones in order to
perform two-dimensional tests. Each zone has an equal
cross-sectional surface area and is supplied with two spe-
cific tubes allowing solution feeding and pressure measure-
ment. The central circular zone has a radius R1 = 2.93 cm
and the intermediate annular zone has an outer radius
R2 = 4.14 cm. The pipe is covered with a thin layer of silicon
grease to minimize wall effects resulting from the higher
porosity close to the lateral boundaries. The inlet boundary
is made of stainless steel (quality AISI 316L) screened with
80 holes of 3-mm-diameter evenly distributed along the sur-
face of each zone. Additional filters are also used to prevent
finest grains from flowing out of the column. The mesh size
of the filters is adapted to the particle size distribution of
the material tested. The outlet reservoir is similarly modi-
fied, so that the concentration responses of the system par-
titions can be individually recorded. It must be noted that



Figure 2 Sketch of the experimental setup.
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the outlet reservoir is equipped with 15 mm long skirts pe-
netrating the sample (see the detail in Fig. 2) in order to
prevent hydraulic short-circuiting resulting from potential
sample settlement in the column. Practically, the feeding
valves are directly placed on the Plexiglas reservoir, so that
tube lengths to inlet zones are minimized. Moreover, the
injection zone is equipped with a magnetic stirrer in order
to ensure proper mixing in the upstream reservoir
(Novakowski, 1992a,b; van Genuchten and Parker, 1984).

Concentration and hydraulic head can be imposed indi-
vidually in each zone of the column, leading to a large num-
ber of possible two-dimensional injection schemes.
However, only uniform flow with continuous injection of
tracer in the central inlet reservoir is investigated in this
study. A 6-roller multichannel peristaltic pump (Ismatec
MCP V5.16 with 3.17 mm diameter Tygon tubing) is used
to feed each upstream zone at an equal rate. It is expected
that the use of 6 rollers (instead of 3, for example, on stan-
dard pumps) minimizes pulse effects, believed to cause
additional dispersion. Since the flow rate of a peristaltic
pump is affected by the state of the tubing, they were ro-
tated on a regular time basis to maintain all of them in a
similar state and ensure similar flow rates in each zone.
New tubing was also installed on a regular time basis. The
three downstream zones are connected to a single con-
stant-head reservoir. Effluent concentrations are monitored
in each outlet zone using custom inline conductivity probes.
The effluent solution passes through a stainless steel tube
Table 1 Physical and hydraulic properties of tested materials

Property Glass bead

Specific weight, cs (kN/m
3) 25.31

Mean grain diameter, d50 (lm) 1445
Uniformity coefficient, Cu = d60/d10 (–) 1.42
Total porosity, n (%) 34.2–40.6
Hydraulic conductivitya, K (mm/s) 12.8
a Determined using a column device and a packing method similar to
(quality AISI 316L) being the first electrode of the sensor.
The second one is a perpendicular stainless steel needle
that is electrically isolated from the first electrode. Sensors
are supplied with a sinusoidal current I = 1 mA at a fre-
quency of 1 kHz, in order to avoid electrode polarization ef-
fects. The probes are calibrated with NaCl solutions within
the range of observed concentrations (from 0.5 to 1 g/l)
and within a temperature range corresponding to normal
use (from 20 to 25 �C). In a first step, quadratic regressions
are used to link the inverse of measured electric potential
to solution electrical conductivity r. Then, electrical con-
ductivity is converted into NaCl concentration C using a
temperature-dependent law r = aT + bC + cCT + d, where T
is the temperature and a, b, c and d are calibrated
constants.

The setup is tested using three different porous materi-
als: glass beads, a gravel sand and a medium sand (Table
1). Glass beads are used to keep a point of comparison with
the numerous studies on transverse dispersion reported in
the literature (Baumeister et al., 1995; Delgado and Guedes
de Carvalho, 2001; Guedes de Carvalho and Delgado, 1999,
2000; Grane and Gardner, 1961; Han et al., 1985; Harleman
and Rumer, 1963; Olsson and Grathwohl, 2007; Robbins,
1989; Xu and Eckstein, 1997). We use a mix of 50% of SB
30 and 50% SB 40 glass beads from Sovitec France, resulting
in a material with a particle size linearly distributed be-
tween 1 mm and 2 mm. The gravel sand we tested (Quartz
1/2 from J. Tielen Minerals, Belgium) has a mean grain
s Gravel sand Brusselean sand

25.75 25.98
1540 315
1.69 2.43
39.2–40.2 36.0–37.1
15.4 0.23–0.36

those used in this study.



60 C.C. Frippiat et al.
diameter similar to that of the glass beads, but has a broad-
er particle size distribution. Since its porosity is usually lar-
ger than that of the glass beads, its hydraulic conductivity is
also slightly larger. Finally, we use Brusselean sand, a natu-
ral sand outcropping in the area of Brussels (Belgium) and
largely present in the entire Walloon Brabant province.
The Brusselean sand used in this study was collected in a
quarry located about 30 km south of Brussels. Its mean grain
size is half an order of magnitude smaller than that of the
other tested materials and its grain size distribution is the
broadest, as indicated by its larger uniformity coefficient.

Sand samples are compacted at low water content (be-
tween 5% and 10%) in three layers, using a sliding weight
hammer. This method is based on the modified Proctor pro-
cedure (ASTM D1557, 2002). Although thinner layers are
generally recommended for the production of homogeneous
samples (Oliviera et al., 1996), the use of a heavy 2.5 kg
steel weight allowed a dense packing, with relatively smal-
ler density variations. Since using this methodology with
glass beads could yield particle crushing, the beads are only
dry vibrated. The samples are saturated using a procedure
similar to the recommended method for the preparation
of samples for the determination of hydraulic conductivity
of granular soils (ASTM D2434-68, 2000). First, a negative
pressure of about 50 cm of Hg is applied on the sample using
a vacuum pump during 15 min. Demineralized water is then
introduced in the sample from the bottom, at a low rate.
The water was not deaired, and no replacement by CO2 of
air within the column prior to saturation was performed.
However, saturation was checked by weighing the full de-
vice prior and after the procedure, knowing the dry mass
of the soil sample, its initial saturation, and the weight of
the column device. The procedure is repeated until a satu-
ration larger than 95% is obtained.

Once saturation is reached, steady-state flow with a solu-
tion at a concentration of about 0.5 g/l NaCl is established.
A zero-conductivity measurement would correspond to an
infinite voltage, which cannot be measured. We chose a
background concentration leading to an electrical conduc-
tivity similar to that of tap water. For each sample, two
or three steps in concentration are performed, with concen-
tration increments between 0.1 g/l and 0.2 g/l. This results
from a compromise between additional noise on measure-
ments, resulting e.g. from ambient temperature variations,
and density effects, known to occur at concentration as low
as 0.05 g/l (Istok and Humphrey, 1995).

Analysis of effluent concentration data

In this section, we develop a methodology to analyze con-
centration data obtained using the experimental setup de-
scribed previously. First, an analytical solution for effluent
concentrations in outlet zones is derived based on the
developments of Massabo et al. (2006). Then, the effect
of simplified boundary conditions used to derive the analyt-
ical solution is investigated using a numerical model, and
the resulting bias on estimated transport parameters is
shown to be insignificant compared to other potential
experimental errors. Finally, a general methodology is sug-
gested to analyze experimental data accounting for the ef-
fect of flask volumes and actual injection conditions.
Analytical solution

The advection–dispersion equation expressed in a cylindri-
cal coordinate system reads

oC�

ot�
¼ �v oC�

ox�
þ DL

o2C�

ox�2
þ DT

o2C�

or�2
þ 1

r�
oC�

or�

 !
ð1Þ

where C* is the concentration, v is the longitudinal velocity,
DL and DT are longitudinal and transverse dispersion coeffi-
cients respectively. t* is the time and x* and r* are longitu-
dinal and radial positions, respectively. A continuous
injection through the inlet central zone at a concentration
C0 is modeled using a first-type boundary condition (i.e. a
constant concentration boundary condition)

C�ð0; r�; t�Þ ¼ Cinit þ Hðt�Þ �
C0 � Cinit if 0 6 r� < R1

C0�Cinit
2

if r� ¼ R1

0 if R1 < r� 6 R

8><
>:

ð2aÞ

where R1 is the radius of the central inlet zone and H(t*) is
the Heaviside (step) function. Cinit is the uniform initial con-
centration. van Genuchten and Parker (1984) showed that
an injection condition such as (2a) does not verify mass bal-
ance across the inlet boundary of the column. However, for
one-dimensional problems, a first-type boundary condition
can be adopted provided tracer injection and detection
both occur in flux (Kreft and Zuber, 1978; van Genuchten
and Parker, 1984). The appropriateness of (2a) will be fur-
ther investigated with the aid of the numerical model devel-
oped below. Additional boundary conditions are

oC�ðx�; r�; t�Þ
or�

����
r�¼R
¼ 0 ð2bÞ

lim
x�!1

Cðx�; r�; t�Þ ¼ 0 ð2cÞ

with R being the radius of the column. The boundary condi-
tion in Eq. (2c) therefore states that the column is assumed
to be of infinite length. The problem defined by Eq. (1) can
be written using dimensionless variables

oC

ot
¼ � oC

ox
þ 1

PeL

o2C

ox2
þ g
PeR

o2C

or2
þ 1

r

oC

or

 !
ð3Þ

where C = (C* � Cinit)/(C0 � Cinit) is the relative concentra-
tion. t = t*v/L, L being the length of the column. x = x*/L
is a dimensionless longitudinal coordinate and r = r*/R is
the relative radial position. PeL and PeR are column Peclet
numbers defined as PeL = vL/DL and PeR = vR/DT. The ratio
of column length to column radius is g = L/R. Similarly,
boundary conditions can be written as

Cð0; r; tÞ ¼ HðtÞ �
1 if 0 6 r < f

1=2 if r ¼ f

0 if f < r 6 1

8><
>: ð4aÞ

oCðx; r; tÞ
or

����
r¼1
¼ 0 ð4bÞ

lim
x!1

Cðx; r; tÞ ¼ 0 ð4cÞ

where f = R1/R is the relative radius of the central inlet
zone.
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The solution of Eq. (3) subject to Eqs. (4a), (4b), and (4c)
for a zero initial relative concentration was recently pro-
posed by Massabo et al. (2006) and requires Bessel series
expansion of the inlet radial concentration profile

Cð0; r; tÞ ¼ HðtÞ � A0 þ R
1

k¼1
AKJ0 Zk

1r
� �� �

ð5Þ

where J0 is the zero-order Bessel function of the first kind
and Zk

1 is the kth positive root of the first-order Bessel func-
tion of the first kind. The Bessel’s coefficients for (5) are

A0 ¼ f2

Ak ¼
2fJ1ðfZk

1Þ
ðJ0ðZk

1ÞÞ
2Zk

1

ð6Þ

where J1 is the first-order Bessel function of the first kind.
As stressed by Massabo et al. (2006), special attention must
be paid to the truncation of this infinite series, as using too
few terms would lead to oscillations, resulting in non-phys-
ical negative injection concentrations. We use 1000 terms in
the series. The relative effluent concentration is defined
here as Ce(r,t) = C(x = 1,r,t). Its analytical solution can be
expressed as (Massabo et al., 2006)

Ceðr; tÞ ¼
X1
k¼0

1

2
AkJ0ðZk

1rÞKkðtÞ ð7Þ

where
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Catania et al. (2006) and Massabo et al. (2007) have al-
ready tested the use of analytical solutions similar to (7)
to determine transport and kinetic parameters from column
experiments. They used Monte Carlo techniques to show
that local concentration measurements could be confidently
used to estimate, among others, longitudinal and transverse
dispersivity. However, we need to adapt the solution to sur-
face-averaged effluent concentration measurements.

The average concentration that is measured in an annu-
lar zone of the column outlet can be computed according to

CemðtÞjri ;ro ¼
2

ðr2o � r2i Þ

Z ro

ri

Ceðr; tÞrdr

¼
X1
k¼0

AkK
�
kðtÞ

ð9Þ

where ri and ro are respectively the inner and the outer rel-
ative radii of the annular zone of interest and where
K�kðtÞ ¼ KkðtÞ � Bri ;ro

k , with

Bri ;ro
k ¼

1=2 if k ¼ 0

roJ1 Zk1roð Þ�riJ1 Zk1rið Þ
Zk1 r2o�r2ið Þ if k–0

8<
: ð10Þ

Eq. (9) in combination with Eqs. (8) and (10) can be fitted to
transient effluent concentration data to simultaneously
estimate v, aL and aT. Provided ri and ro are properly cho-
sen, the solution can be used for any zone division of the
outlet flask. In particular, setting ri = 0 and ro = 1 in (9)
and (10) leads to an expression for the average concentra-
tion over the full column outlet cross-section as a result
of an injection over inner zone of the inlet cross-section

CemðtÞj0;1 ¼
f2

2
erfc

ffiffiffiffiffiffiffiffi
PeL

4t

r
�

ffiffiffiffiffiffiffiffiffiffi
PeLt

4

r !"

þ expðPeLÞerfc
ffiffiffiffiffiffiffiffi
PeL

4t

r
þ

ffiffiffiffiffiffiffiffiffiffi
PeLt

4

r !#
ð11Þ

which is the solution of the advection–dispersion equation
corresponding to a one-dimensional continuous injection
at a constant relative concentration f2 (Kreft and Zuber,
1978). Eq. (11) shows that the average breakthrough curve
computed from the data measured in each annular zone
can be analyzed using classical one-dimensional methods
to obtain v and aL, independently from the value of the
transverse dispersivity.
Effect of column length and boundary conditions

There are two potential issues when using Eqs. (9) and (11)
to analyze concentration data obtained from the setup de-
scribed in this study: the analytical solutions assume (i) a
semi-infinite column, and (ii) a constant injection concen-
tration. The goal of this section is to evaluate the influence
of these limitations of the analytical solutions using a
numerical model that allows us to depart from the boundary
conditions (4a) and (4c). To quantify the bias on estimated
values of seepage velocity, longitudinal dispersivity, and
transverse dispersivity, we numerically simulate the annu-
lus-and-core test using MODFLOW 2000 (Harbaugh et al.,
2000) and MT3DMS (Zheng and Wang, 1999) for columns of
finite length and using various boundary conditions. We ana-
lyze the synthetic breakthrough curves with the analytical
solutions (9) and (11), and compare the estimated trans-
port parameters with the true values used as input of the
numerical codes. The column is discretized into
2 · 2 · 2 mm3 cubic cells. The cross-section of the column
is discretized in 50 · 50 cells. Since it is expected that the
bias on estimated transport parameters depends on the
length of the column, we varied column length from 10 to
200 cells (2–40 cm), yielding a ratio of column length to
diameter L/D ranging from 0.2 to 4. The actual column used
in this study is characterized by a ratio L/D � 1. We used a
constant saturated hydraulic conductivity of 10�4 m/s, an
effective porosity of 40% and a gradient of 0.2, similar to
the experimental conditions adopted when testing the Brus-
selean sand. We adopted aT = 0.2 cm and we tested aL = 1,
0.5 and 0.2 cm. Although these values do not cover the
whole range of possible values, we believe that, within
the scope of this analysis, these variations are sufficient.
We kept the effective molecular diffusion coefficient equal
to zero. Although numerical issues are not to be expected
for grid Peclet numbers between 0.2 and 1, we used the
third-order TVD advection scheme of MT3DMS, with a max-
imum Courant number of 1. The errors e on estimated
parameters are computed as
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e ¼ pmeas � pth

pth

ð12Þ

where p are the transport parameters (v, aL or aT), and sub-
scriptsmeas and th refer tomeasured and theoretical values,
respectively. In this case, theoretical values are a priori val-
ues used as an input of the numerical model, while measured
values are obtained by fitting the analytical solutions (9) and
(11) on the numerically simulated breakthrough curves. A
positive error indicates that the effect of simplified boundary
conditions yields an overestimation of transport parameter
values, while a negative error indicates that the estimated
value is smaller than the actual value.

First, in order to assess the error associated with the fi-
nite length of the column only (boundary condition de-
scribed by Eq. (4c)), we simulated transport through
finite-length columns assuming a constant concentration in
the inlet injection zone, similar to Eq. (4a). In order to
balance mass through the inlet boundary, this formulation
implies that calculated concentrations C are flux-averaged
concentrations (Kreft and Zuber, 1978; van Genuchten and
Parker, 1984). At the column outlet, we invoke continuity
of flux-averaged concentration through the boundary, which
also translates into a first-type or Dirichlet condition (Golz
and Dorroh, 2001)

Ceðr; tÞ ¼ Cð1; r; tÞ ð13Þ

where Ce and C are defined in previous section. For the
numerical simulations, this condition implies that effluent
concentrations in a given zone are computed as the arith-
metic average of concentration in grid cells belonging to
that zone. The results are reported in Fig. 3a. It appears
that for the ratio L/D � 1 (corresponding to longitudinal col-
umn Peclet numbers of 10, 20, and 50, depending on the
longitudinal dispersivity of the material tested) adopted
for the experimental setup, the errors associated to the fi-
Figure 3 Errors on estimated transport parameters. (a) Errors res
from the finite length of the column and from the Dirichlet inlet a
nite length of the column are typically of the order of 10–
15%, and increase with longitudinal dispersivity. The proper
convergence of estimation errors to zero also show that
numerical errors can be considered negligible. We also ran
simulations with smaller transverse dispersivity values and
observed a slight reduction in estimations errors.

Novakowski (1992a,b) report that analytical solutions
corresponding to Dirichlet inlet and outlet conditions are
physically not consistent and usually poorly fit experimental
data. He indicates that third-type conditions have to be
used instead, because these solutions verify mass balance
across inlet and outlet boundaries. At the inlet boundary
of the numerical model, instead of Eq. (4a), we have for
the second set of numerical simulations

Cðx; r; tÞ � 1

PeL

oCðx; r; tÞ
ox

� 	
x¼0
¼ HðtÞ �

1 if 0 � r < f

1=2 if r ¼ f

0 if f < r � 1

8><
>:

ð14Þ

where it is now implied that calculated concentrations C are
volume-averaged or resident concentrations. At the outlet
boundary, we use (Cornaton et al., 2004; Golz and Dorroh,
2001; Novakowski, 1992a,b)

Ceðr; tÞ ¼ Cðx; r; tÞ � 1

PeL

oCðx; r; tÞ
ox

� 	
x¼1

ð15Þ

Practically, concentration gradients in (15) were approx-
imated using a finite-difference method. It appears that the
errors associated to the finite length of the column and to
the boundary conditions tend to compensate each other
(Fig. 3b). For a ratio L/D = 1, we now have an error on seep-
age velocity of about �1% and an error on transverse disper-
sivity of �1.5%. The error on longitudinal dispersivity is less
affected by the injection boundary condition and remains
ulting from the finite length of the column. (b) Errors resulting
nd outlet boundary conditions.
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between �2% and �10%. The negative signs also indicate
that estimated values are smaller than actual values. For
the case of seepage velocity, this also implies that effective
porosities are slightly overestimated.

As a summary, it appears that, for the column geometry
adopted in this study, estimation errors resulting from the
use of the analytical solutions (9) and (11) are expected to
be below other experimental errors and below errors linked
e.g. to sample heterogeneity. However, the sensitivity anal-
ysis performed on the column length L revealed that col-
umns with a ratio L/D smaller than 1 should not be used.

General methodology for the analysis of effluent
data

Bulk concentration measurements have to be corrected in
order to account for perturbations induced by the experi-
mental device itself. We use the total flux Q through the
sample to shift the breakthrough curves by the purge time
of the dead volumes (outlet zones and tubing) according to

Cemðt�Þjzone i ¼ Cmeasðt� þ siÞjzone i ð16Þ

where Cmeas is the concentration measured by the sensor
and si = 3Vi/Q. Vi is the volume of the ith outlet zone, which
includes the volume of the tubing between the flask and the
sensor. For the sake of clarity, we have used t* instead of
the dimensionless time t in (16). The total flux Q is also used
to compute actual injection conditions in the central zone
according to (Novakowski, 1992a,b)

C0ð0; r; t�Þ ¼ C0 1� exp � t�

sin

� �� �
if 0 � r < f ð17Þ

where sin = 3Vin/Q, Vin being the volume of the inlet injec-
tion zone. Since the advection–dispersion equation is lin-
ear in concentration C, the corresponding solution to the
transport equation is obtained using a principle of superpo-
sition: the exponential injection condition (17) is discret-
ized into a sum of small injection steps, and outlet
breakthrough curves are computed by summing the individ-
ual solutions (Eq. (9) or Eq. (11), depending on the dimen-
sionality of the test) corresponding to each small injection
step. This procedure is equivalent to convolving the trans-
port solution corresponding to a Dirac injection condition
with (17). This semi-analytical procedure was coded as a
MATLAB function.

As a summary, we propose here a three-step methodol-
ogy for the analysis of experimental data collected from
the annulus-and-core device:

1. The mean experimental breakthrough curve is computed
by averaging the data recorded in each outlet zone (pre-
liminary shifted according to the total discharge). This
curve is analyzed to determine seepage velocity v and
longitudinal dispersivity aL, using the semi-analytical
solution corresponding to (11) and (17). This procedure
is achieved by least-square fitting of the solution to the
data, using the built-in MATLAB nonlinear optimization
function lsqcurvefit. This function uses a Gauss–Newton
algorithm. It must be noted that the length of the pene-
trating skirts was removed from the column length to
perform the calculation.
2. The semi-analytical solutions corresponding to (9) and
(17) for each outlet zone are simultaneously fitted on
the three outlet curves (shifted according to the total
discharge), using the values of v and aL previously deter-
mined, to obtain the estimated transverse dispersivity
aT. This procedure is achieved using the same MATLAB
optimization function. Again the column length
accounted for in the calculation was decreased accord-
ing to the length of the penetrating skirts.

3. Finally, the effective porosity ne is obtained by dividing
Darcy velocity Q/A by the seepage velocity v obtained
in step 1. This requires the retardation factor to be equal
to 1, which can be reasonably assumed considering the
low reactivity of the tracer adopted and the granular
media tested. The total flux Q is also used to compute
the hydraulic conductivity K of the sample when a gradi-
ent measurement i is available.

Preliminary experiments and discussion

Table 2 summarizes the experimental conditions and the re-
sults of the tests performed. In a first stage, one-dimen-
sional transport experiments are carried out using a single
injection flask, instead of the divided one presented above.
Individual breakthrough curves recorded in each outlet zone
are analyzed independently, leading to a total of three sets
of parameters (v, aL) for each concentration step. We did
not observe systematic trends in seepage velocity. Concen-
tration values collected in the outer annulus are not system-
atically larger than in inner zones, which shows the
usefulness of the silicone grease used to prevent preferen-
tial flow along the rigid column walls. However, longitudinal
dispersivity values computed from data collected in the out-
er annulus are always larger than the values obtained from
concentration in the center core zone and in the intermedi-
ate annulus, probably because of a larger mixing time in the
outer annulus resulting from a larger volume of that zone.
Therefore, average seepage velocities and longitudinal dis-
persivities reported in Table 2 for one-dimensional tests are
computed from center and intermediate zone data only.

Fig. 4 shows a set of typical experimental data recorded
during a two-dimensional test. Steady-state average con-
centration levels are usually found to differ from f2 within
less than 3%, attesting mass conservation. It appears that
the fitting procedure used to estimate aT usually leads to
an underestimation of the steady-state concentration level
in the intermediate zone and a slight overestimation of con-
centration in the outer annulus. It also appears that, if the
transient part of the average curve is properly fitted, the
longitudinal spreading of individual curves (i.e. the tran-
sient part of the curves) is usually underestimated. This
observation will be further discussed below.

Total porosities n were computed by weighing the col-
umn system, knowing the specific weight of the granular
material tested and the internal volume of the column.
Effective porosities ne computed from the measured seep-
age velocities are very close to total porosities, indicating
that samples are correctly saturated. Although ne > n could
indicate that the retardation factor is actually slightly larger
than 1, the results of the numerical simulations showed that
effective porosities can be overestimated, as a result of the



Table 2 Experimental conditions and results of one- and two-dimensional tests

Sample Concentration Flow Porosity Dispersivity

Cinit (g/l) C0 (g/l) Q (cm3/s) i (–) K (mm/s) n (%) ne (%) aL (mm) aT (mm)

GB1A 1D 0.60 0.73 1.64 <0.02 – 40.6 42.1 15.9 –
GB1B 1D 0.73 0.94 1.64 <0.02 – 40.6 42.2 17.6 –
GB2A 1D 0.49 0.56 1.65 <0.02 – 39.7 40.7 24.8 –
GB2B 1D 0.62 0.75 1.65 <0.02 – 39.7 40.7 21.6 –
GB3A 1D 0.49 0.57 1.67 <0.02 – 37.5 38.0 19.9 –
GB3B 1D 0.63 0.85 1.67 <0.02 – 37.5 38.0 18.8 –
GB4A 2D 0.63 0.77 1.33 <0.02 – 36.2 39.0 30.4 3.63
GB4B 2D 0.77 0.89 1.28 <0.02 – 36.2 37.8 31.1 5.11
GB5A 2D 0.47 0.58 1.24 <0.02 – 34.2 35.9 25.5 1.76
GB5B 2D 0.68 0.78 1.25 <0.02 – 34.2 37.8 60.4 2.70
GB6A 2D 0.45 0.60 1.25 <0.02 – 35.3 30.7 14.5 2.03
GB6B 2D 0.71 0.84 1.24 <0.02 – 35.3 39.0 25.1 3.16
GS1A 1D 0.49 0.58 1.58 <0.02 – 40.2 40.9 9.77 –
GS1B 1D 0.68 0.80 1.61 <0.02 – 40.2 41.0 8.00 –
GS2A 1D 0.52 0.56 1.60 <0.02 – 40.5 39.9 9.51 –
GS2B 1D 0.62 0.84 1.60 <0.02 – 40.5 41.4 7.88 –
GS3A 2D 0.57 0.61 1.25 <0.02 – 40.4 45.0 27.3 2.09
GS3B 2D 0.61 0.77 1.25 <0.02 – 40.4 43.3 34.9 2.12
GS4A 2D 0.57 0.63 1.26 <0.02 – 39.5 35.3 18.0 1.60
GS4B 2D 0.63 0.74 1.24 <0.02 – 39.5 43.6 16.8 1.43
GS5A 2D 0.58 0.72 1.26 <0.02 – 39.2 38.3 17.7 2.48
GS5B 2D 0.72 0.93 1.24 <0.02 – 39.2 36.1 14.5 3.59
BS1A 1D 0.62 0.72 0.53 0.28 0.232 36.0 34.9 3.66 –
BS1B 1D 0.72 0.79 0.54 0.34 0.197 36.0 31.2 2.45 –
BS2A 1D 0.52 0.59 0.53 0.23 0.284 36.1 30.6 2.54 –
BS2B 1D 0.65 0.72 0.55 0.33 0.206 36.1 33.6 2.45 –
BS3A 1D 0.44 0.54 0.58 0.16 0.449 36.1 33.7 3.25 –
BS3B 1D 0.54 0.82 0.57 0.19 0.361 36.1 32.2 2.43 –
BS3C 1D 0.82 0.92 0.56 0.21 0.334 36.1 36.3 4.09 –
BS4A 1D 0.62 0.78 0.57 0.18 0.390 36.1 33.7 3.88 –
BS4B 1D 0.78 0.83 0.55 0.19 0.361 36.1 30.8 4.52 –
BS4C 1D 0.83 0.87 0.57 0.22 0.325 36.1 35.3 6.44 –
BS5A 2D 0.54 0.72 1.00 0.33 0.379 37.0 33.8 6.98 0.75
BS5B 2D 0.72 0.77 1.01 0.34 0.365 37.0 39.0 5.00 1.10
BS6A 2D 0.54 0.72 0.98 0.40 0.299 37.1 33.8 4.26 0.95
BS6B 2D 0.72 0.84 1.01 0.46 0.273 37.1 37.2 1.31 0.87
BS7A 2D 0.59 0.66 1.03 0.53 0.241 37.0 34.9 4.17 1.07
BS7B 2D 0.66 0.83 1.03 0.53 0.241 37.0 41.2 3.02 1.11
BS7C 2D 0.83 0.91 1.03 0.53 0.241 37.0 39.8 4.21 1.27

GB stands for glass beads, GS for gravel sand and BS for Brusselean sand. Letters A, B, and C refer to separate tests performed on the same
sample. Hydraulic conductivity of GB and GS could not be accurately computed, due to the very low gradient resulting from the flow rate
used for the tests.
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boundary conditions of the analytical solution used. We also
usually have ne < n for Brusselean sand samples, which tends
to indicate a lower saturation. Air bubbles are more difficult
to extract from Brusselean sand samples due to smaller pore
sizes.

The examination of the results reported in Table 2 shows
that the usual correlation between longitudinal dispersivity
and particle size distribution is observed: the material with
the smallest mean grain diameter d50 is characterized by a
smaller longitudinal dispersivity (Perkins and Johnston,
1963; Xu and Eckstein, 1997). The longitudinal dispersivities
for the Brusselean sand are in the typical range reported by
Bromly et al. (2007) for this type of experimental device.
However, for the glass beads, we obtain aL values larger
than those reported by Xu and Eckstein (1997) for a similar
porous medium, measured using a 310 mm-long column of
63 mm diameter. Based on a compilation of 291 laboratory
column experiments, Bromly et al. (2007) showed that such
a discrepancy could originate from the experimental device
itself. Bromly et al. (2007) observed a significant scale ef-
fect in longitudinal dispersivity with column diameter. They
also observed that columns of a length less than approxi-
mately 10 cm generally result in greater dispersivities than
longer columns. Bromly et al. (2007) attributed this effect
to the analytical solution used to estimate aL, which as-
sumes an infinite column length. However, the results of



Figure 4 Typical breakthrough recorded during a 2D test:
sample BS5A.
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the numerical simulations performed in this study showed
that longitudinal dispersivity values obtained using such
analytical solutions should be underestimated. We suspect
that an improper incorporation of mixing conditions like
(17) might be the actual reason for higher dispersivity values
(Novakowski, 1992a,b). For the setup presented in this pa-
per, it is expected that the presence of the penetrating
skirts also induce some variability on the velocity field,
eventually resulting in larger estimated aL values.

The packing of non-spherical particles usually lead to
greater dispersion than do packs of spherical particles of
about the same size (Perkins and Johnston, 1963; Xu and
Eckstein, 1997). We therefore expect the dispersivity of
Figure 5 Transverse dispersion coefficients obtained from two-di
literature.
the gravel sand to be larger than that of the glass beads.
We observe the opposite trend: the dispersivity of the grav-
el sand is about twice as small as that of the glass beads.
The outlet annular zones have relatively close radii: the
intermediate zone has a width of 12.1 mm, whereas the out-
er zone has a width of 9.3 mm. Since the gravel sand con-
tains particles of a size larger than 3 mm, we suspect that
local wall effects on the penetrating skirts might locally in-
crease porosity and therefore induce a bias on the shape of
concentration distributions.

It is also appears from the results in Table 2 that longi-
tudinal dispersivities from 2D tests are usually larger than
the values obtained from 1D tests. In one-dimensional
tests, aL is computed from individual breakthrough curves,
whereas it is computed from an averaged curve in 2D
tests. Bulk experimental data are shifted according to
the total flux across the sample and the respective sizes
of the dead volumes. An error on the measurement of Q,
an error on the measurement of the dead volumes, or
the presence of local heterogeneities, which can yield a
higher local discharge in one of the outlet zone, results
in an error in the temporal shift of the breakthrough curve.
Averaging out breakthrough curves that do not have the
same mean breakthrough time typically results in a larger
apparent longitudinal dispersivity. Indeed, we noticed in
Fig. 4 that, although the average concentration curve is
correctly matched, there are some discrepancies in the
transient segment of individual curves.

Although we still observe from the data summarized in
Table 2 a correlation between aT and particle size, the val-
ues span a smaller range: the longitudinal dispersivity of
the glass beads is more than 5–6 times larger than that
of the Brusselean sand, whereas the transverse dispersivity
of the glass beads is only 2–3 times larger than that of the
mensional tests, compared to results previously reported in the
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Brusselean sand. We obtain ratios of longitudinal to trans-
verse dispersivity ranging between 6.08 and 22.37 for the
glass beads, 4.04 and 16.46 for the gravel sand, and 1.51
and 9.31 for the Brusselean sand. Most of these figures fall
within the general rule-of-thumb interval of 6–20 (Fetter,
1999).

We compute particle Peclet numbers according to

PeP ¼
vd50

D�
ð18Þ

and adopt D* = 2.03 · 10�9 m2/s as the coefficient of molec-
ular diffusion of chloride in free water at 25 �C (Xu and
Eckstein, 1997). We obtain larger transverse dispersion
coefficients than previously reported in the literature
(Fig. 5). Even for a regular material such as glass beads,
and even if the material is carefully packed, we cannot deny
that heterogeneities are present. Slight fluctuations of
hydraulic conductivity cause plume meandering and pro-
gressive distortion of transverse concentration profiles.
The mean travel path of the plume deviates from the axis
of the column, which results in a lower and a larger concen-
tration level in the inner and the intermediate outlet annuli
respectively, as we observed in Fig. 4. Transverse advective
shifts of the plumes are then assimilated to larger apparent
transverse dispersivity values. This assumption is consistent
with the observation that other annulus-and-core methods
(shown using black markers in Fig. 5) also yield transverse
dispersion coefficients larger than the average.

Most methods for the determination of transverse disper-
sivity yield smaller aT estimates because they involve con-
centration measurements within the soil sample. For
example, Robbins’ method (1989) is based on local (point)
measurements inside the column body, along the theoreti-
cal centerline of the mean plume path. If the actual center
of the plume is slightly off this theoretical line, the error is
relatively small. Indeed, the shape of the transverse con-
centration distribution is relatively smooth close to the peak
(at the peak, spatial concentration gradients are equal to
zero). A concentration measurement at a location close to
the peak is likely to be very similar to the peak value and
the effect of plume meandering is expected to be small.
Moreover, when a sufficiently detailed transverse concen-
tration profile can be obtained within the column, data
can be corrected to account for peak offset (Harleman
and Rumer, 1963; Olsson and Grathwohl, 2007). When using
annulus-and-core devices, a small transverse dispersivity
yields a small concentration in the annulus. But a slight
movement of the plume off its centerline might result in a
dramatic increase of the concentration in the annulus.
While most of the laboratory methods allow the determina-
tion of what is commonly referred to an ‘‘effective disper-
sion coefficient’’ in the stochastic hydrology literature,
annulus-and-core devices provide estimates of ‘‘macrodi-
spersion coefficient’’. The latter includes measures of both
transverse dispersion and uncertainty in the mean trans-
verse position of the plume. It is moreover suspected that
having divided the outlet flask in three zones rather than
two further enhance the effect of plume meandering on
estimated aT values. Indeed, looking at a typical result such
as the one shown in Fig. 4, fitting the analytical solution on
data recorded in the inner and intermediate zones only,
should yield smaller apparent transverse dispersivities.
Conclusions

In this paper, we describe a column method to simulta-
neously determine longitudinal and transverse dispersivities
of porous materials. The experimental device is an exten-
sion of the ‘‘annulus-and-core’’ method proposed by
Blackwell (1962) and Hassinger and von Rosenberg (1968).
The inlet and outlet cross-sections of the column are divided
into three equal concentric areas. Although the device allows
for a wide range of flow and tracer injection conditions, we
only tested in this study uniform flow conditions with a con-
tinuous tracer injection in the inner inlet zone.

Experimental results are analyzed using an analytical
solution based on Massabo et al. (2006) developments. We
found that concentration data averaged over the entire out-
let could be analyzed using classical one-dimensional meth-
ods, which makes the determination of the velocity and of
the longitudinal dispersivity independent of the transverse
dispersivity. The appropriateness of the solutions was shown
with the aid of numerical simulations performed using MOD-
FLOW 2000 and MT3DMS.

We tested the setup using three different materials. We
used 1.5-mm-diameter glass beads, a gravel sand and a med-
ium sand. Longitudinal dispersivity values are consistent
with previously published data, although it is shown that aL
values determined from 2D tests have a larger uncertainty
than those determined from classical one-dimensional col-
umn tests. The curve used to estimate longitudinal dispersiv-
ity is computed as the average of the curves recorded in each
outlet zone. It is expected that potential experimental er-
rors in each curve sum up, resulting in a larger uncertainty
for the average curve, and therefore in a larger uncertainty
for aL. This larger uncertainty is however balanced by the
advantages of the method, namely the rapidity of the test,
its potentially low cost, and the ability to simultaneously ob-
tain measurements of all three transport parameters. Trans-
verse dispersivity data are larger than the values reported
for other column devices. However, a careful examination
of transverse dispersion coefficients obtained using other
annulus-and-core devices showed that they are generally lar-
ger than the average, supposedly as a result of plume mean-
dering. Future work is currently planned to verify this
hypothesis: numerical simulations of laboratory methods
for the determination of transverse dispersivity will be per-
formed using synthetic heterogeneous soil samples, to assess
the variability of effective transport parameters as a func-
tion of the laboratory method used.
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